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Building Statistical Thinking with Social Justice Investigations and Social Science Data 

 

Background/Context: 

There is an increasing demand in science, technology, engineering, and mathematics (STEM) 

fields and beyond for people with robust data literacy skills, which require strong understandings 

of the process and practices of statistical thinking and inquiry. Economic forecasts suggest that 

schools are neither preparing students adequately nor drawing enough students to the study of 

statistics and data analysis to meet this demand (Manyika et al., 2011). Statistics educators also 

argue that K-12 mathematics curricula currently do not help students build the types of 

multivariable reasoning practices that are critical for analyzing data in a big-data world (Engel, 

2016; Engel, Gal, & Ridgway, 2016). In addition, current reports suggest that groups that have 

been traditionally underrepresented in STEM fields (e.g., women, Blacks, and Latinos) are 

entering data science fields at disproportionately low rates (Priceonomics, 2017). 

 

Purpose/Objective/Hypotheses/Research Questions: 

This project is a three-year exploratory/early stage development effort that is working to build 

knowledge of promising strategies to support statistical thinking and interest in quantitative data 

analysis among high school students, particularly underrepresented minorities. The project is 

creating and studying a set of prototype curriculum modules that will provide high school 

students with hands-on opportunities to investigate patterns of social and economic inequality 

and historical changes in U.S. society using person-level microdata from the U.S. Census 

Bureau.  

 

Through this effort, the project is examining a set of conjectures about the types of social issues, 

curriculum design approaches, pedagogical strategies, and data visualization tools that will 

engage traditionally underserved students and build their interest in and understanding of 

quantitative data analysis practices with large-scale data. A primary conjecture of the project is 

that many high school students – particularly those from historically marginalized groups– may 

find statistics and data analysis compelling when they can use authentic population data to 

examine patterns of social and economic inequality and questions that are related to social justice 

(Gutstein, 2003; Lesser, 2007; Voss & Rickards, 2016). A summary of the project’s theory of 

change is shown in Figure 1. 

 

The project’s conjectures motivate the project’s guiding research questions: 

 

RQ1. What is the feasibility of implementing project modules in participating classrooms? 

RQ2. In what ways do the modules and their components appear to support students’ interests 

in and learning of statistical concepts and practices? 

RQ3. To what extent do students who use project modules show improved understandings of 

important statistical concepts and greater interest in statistics and quantitative data 

analysis? 

 

Population/Participants/Subjects/Setting: 

The project is collaborating with 10 public high school teachers of non-AP statistics classes in 

the Boston, MA region to develop and test the new curriculum modules with approximately 200 
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students during each of two years. Teachers have been recruited from high schools with high 

proportions of students from traditionally underserved groups, such as Blacks, Latinos, those 

who are economically disadvantaged, and English learners.  

 

Intervention/Program/Practice: 

The project is developing two sets of two-week curriculum modules that are intended to replace 

existing lesson materials, projects, and application exercises in non-AP statistics classes. Using 

microdata from the U.S. Census Bureau and online data visualization tools, students analyze 

quantitative distributions and associations among categorical variables to investigate questions 

such as: What does income inequality in the U.S. look like, and how has it changed over time? 

How do patterns of immigration to the U.S. today compare to a century ago?  

 

Research Design: 

The project is conducting two years of design-based research (Cobb, Jackson, & Sharpe, 2017; 

Cobb, Confrey, diSessa, Lehrer, & Schauble, 2003), followed by a year of data analysis, 

synthesis, and dissemination. Across cycles of iterative design and testing, collaborating teachers 

implement project modules with their students as part of their regular classroom instruction, and 

the project team is collecting data on teachers’ and students’ experiences and responses. The first 

and second years involve the development and testing of “alpha” and “beta” versions of the two 

modules, respectively. The project is collecting a mix of qualitative and quantitative data to 

inform module revisions and to provide evidence (or counter-evidence) for the project’s 

conjectures. 

 

Data Collection and Analysis: 

Data collected during the alpha phase of module development and testing were primarily 

qualitative and came from teacher and student focus groups, teacher individual interviews, 

classroom observations, teacher implementation logs, and student work samples. A priori codes 

and an open coding process were employed to capture emergent themes (Strauss & Corbin, 

1998). Team members reviewed and discussed data by code to identify unit implementation 

successes, challenges, and suggested implications for unit improvements or refinements. The 

team is looking at data patterns to support, counter, or shed new light on the original conjectures 

about how unit design features may be associated with student learning and interest outcomes. 

 

Data collected during the beta phase are the same as for the alpha phase, with the addition of 

quantitative surveys and assessments to measure pre- vs. post-module growth in students’ 

interests in and knowledge of statistical concepts and data practices. Students’ interests in data 

analysis will be measured using a set of academic interest scales (Linnenbrink-Garcia, et al, 

2010). Their statistical knowledge will be measured with items from the Levels of Conceptual 

Understanding in Statistics (LOCUS) instrument (Jacobbe, Case, Whitaker, & Foti, 2014). 

Matched-pair dependent-sample t-tests will examine whether student scores on each measure are 

higher after students complete each unit. OLS regression models will examine whether post-test 

scores on each measure are associated with levels of unit implementation, controlling for pre-test 

scores. Because students within each test will be clustered within teachers, a design effect will be 

calculated to adjust for standard errors. Concurrent collection of quantitative and qualitative data 

will provide the study with a mixed methods, convergent parallel design (Creswell & Plano 

Clark, 2011). This design will allow the team to compare qualitative and quantitative data results 
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using tables and matrices to highlight areas where results converge or diverge. Areas of 

convergence will lend strength to project findings, whereas areas of divergence will identify 

areas for future research and exploration. 
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