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Background 

In the past decade, the educational research community has devoted increasing attention into 

developing methods for improving the generalizability of randomized controlled trials (RCTs) (Hedges, 

2013; Olsen, Orr, Bell & Stuart, 2013). Existing work focuses on the ways in which institutions, e.g. 

schools, that volunteer for experiments differ from those that do not. These methods focus on either 

prospectively recruit representative school samples (e.g. Tipton, 2013a, 2013b, 2014) or retrospective 

adjust away bias caused by nonrandom school recruitment (e.g., Cole & Stuart, 2010; Kern et al., 2016; 

O’Muircheartaigh & Hedges, 2014). An implicit assumption is that treatment effects vary only as a 

function of observable variables that characterize schools (school-level moderators). However, for almost 

all educational RCTs, the study sample is collected in two stages - schools are recruited first, and then 

students or teachers volunteer for the study. The importance of accounting for non-random within school 

selection is evidenced by variations in participation rates across institutions (Blom-Hoffman et al., 2009). 

Large scale international assessments show that student-level non-response is related to student 

characteristics, and in general, less capable students are more likely to be absent from assessments (Rust, 

2013). It is plausible that such differential participation related to student characteristics also occurs in 

RCTs. Therefore, unless the consenting teachers and students are representative of all teachers and 

students in the school, existing methods that adjust estimates based only on hypothesized school-level 

moderators may fail to remove all of the bias. 

One existing method to estimate a population average treatment effect (PATE) is to weigh 

schools by the inverse of their probabilities of participation in an RCT (e.g. Stuart, Bradshaw & Leaf, 

2015). This study extends this method by weighing both schools and students in order to account for non-

random selection at both the school and the within school level. Due to the fact that students are nested 

within schools and their selection processes often vary across schools, there are two viable options for 

estimating student participation probabilities - both have been adopted in the multilevel propensity score 

literature (e.g. Rosenbaum, 1986; Kim & Seltzer, 2007) and can be easily adapted to the generalization 

context by changing the outcome variable from treatment assignment to participation status. The first 

option is to run separate models for students within each participating school. The second option is to run 

one multilevel model pooling all student information in all participating schools, with random intercepts 

and slopes for each school.    

Purpose/Objective/Research Questions 

This study evaluates through a simulation the effectiveness of PATE estimators that apply student 

and/or school inverse probability of participation (IPP) weights for reducing bias from nonrandom 

selection in a cluster randomized trial. The research questions are: (a) under what conditions do methods 

of accounting for the within school selection process in educational studies reduce bias in estimates of the 

PATE, compared to only considering the between school selection process and (b) how much is bias 

reduced under different simulation scenarios?  

Data Analysis Procedures 

 First, a population of schools and students was generated. Two school variables, 𝑉1,ℎ ∼
𝑁(0,1), 𝑉2,ℎ ∼ 𝐵𝑒𝑟𝑛(0.5) and one student variable 𝑋ℎ,𝑘 ∼ 𝑁(𝑉1,ℎ, 1) were generated. For each student, two 



potential outcomes were generated (EQ 1). Student treatment effect is the difference between two 

potential outcomes and is a linear combination of school characteristics, student characteristics and their 

interactions. School selection probabilities were generated as a linear function predicted by 𝑉1,ℎ (EQ 2). 

Student selection probabilities were generated as a linear combination of school and student 

characteristics (EQ 3). Second, schools and students were selected using the generated selection 

probabilities. A sample of participating schools was selected and within these schools, students were 

selected. Participating schools were randomly assigned to treatment or control conditions to mimic a 

cluster randomized trial.  

Third, four estimators were computed using the selected sample. The unadjusted ATE is 

estimated by an unweighted multilevel model with only one predictor of treatment condition indicator 

(EQ 4). The IPP-School estimator computed school IPP weights and then applied them to level-2 of EQ 4. 

The IPP-School+Student separate (IPPSSS) estimator computed student participation weights by separate 

models within each participation school (EQ 5), and then applied school IPP weights to level-2 and 

student IPP weights to level-1 of EQ 4. IPP-School+Student multi (IPPSSM) estimator also applied both 

school and student IPP weights, and the student IPP weights were estimated by a multilevel model 

pooling information about participants and non-participants in all participating schools (EQ 6).  

The study varied three simulation conditions. School population sizes varied between small (H = 

50) and large (H = 2000). Within school participation rates varied between low (25%) and medium 

(50%). Sample selection processes varied among different levels of random selection. Each condition was 

replicated 200 times. Evaluation criteria for estimator performance were standardized bias and root 

standardized mean square error (RSMSE).   

Results 

 Estimator performance (Table 1 & Figure 1) showed that when schools and students were 

randomly selected, all estimators performed similarly well. When schools were not randomly selected but 

students within schools were randomly selected, IPP-School had smaller standardized bias than the 

unadjusted ATE, but only smaller RSMSE when school population size was large (2000). When both 

schools and students were non-randomly selected, the IPPSSS and IPPSSM had smaller standardized bias 

and RSMSE than the IPP-School and unadjusted ATE. 25% within school participation rates conditions 

had larger standardized bias and RSMSE than 50%. For all weighted estimators, standardized bias 

reduced more than RSMSE, showing a trade-off between bias and variance.  

Discussion  

This simulation study showed that when the within school sample was not randomly selected and 

the unconfounded sample selection assumption held, ignoring the within school selection process led to 

bias in the estimated population average treatment effect. Two estimators that involved student IPP 

weights (IPPSSS and IPPSSM), applied in addition to the school IPP weights, significantly reduced bias 

in the estimated population average treatment effect compared to applying the school IPP weights alone. 

Small sample size created challenges for estimating PATE through retrospective adjustment, because the 

variance inflation of the estimate may override the reduction in bias.   
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Appendix A  

Data Generation and Estimation Models 

 

EQ 1. Models for generating student potential outcomes 𝑦ℎ𝑘(1), 𝑦ℎ𝑘(0) and treatment effect in the 

population. Schools are indexed by h and students are indexed by k. 

𝑦ℎ𝑘(1) = 𝑤0 + 𝑤1𝑋ℎ𝑘 + 𝜙0 + 𝜙1𝑋ℎ𝑘 

𝑤0 = 𝜋00 + 𝜋01𝑉1,ℎ + 𝜋02𝑉2,ℎ 

𝑤1 = 𝜋10 + 𝜋11𝑉1,ℎ + 𝜋12𝑉2,ℎ 

𝜙0 = 𝜋30 + 𝜋31𝑉1,ℎ + 𝜋32𝑉2,ℎ 

𝜙1 = 𝜋40 + 𝜋41𝑉1,ℎ + 𝜋42𝑉2,ℎ 

 

  𝑦ℎ𝑘(0) = 𝑤0 + 𝑤1𝑋ℎ𝑘 

𝑤0 = 𝜋00 + 𝜋01𝑉1,ℎ + 𝜋02𝑉2,ℎ 

𝑤1 = 𝜋10 + 𝜋11𝑉1,ℎ + 𝜋12𝑉2,ℎ 

 

𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑒𝑓𝑓𝑒𝑐𝑡ℎ𝑘 = 𝑌ℎ𝑘(1) − 𝑦ℎ𝑘(0) = 𝜙0 + 𝜙1𝑋ℎ𝑘 

= 𝜋30 + 𝜋31𝑉1,ℎ + 𝜋32𝑉2,ℎ + 𝜋40𝑋ℎ𝑘 + 𝜋41𝑉1,ℎ𝑋ℎ𝑘 + 𝜋42𝑉2,ℎ𝑋ℎ𝑘 

 

EQ 2. Model for generating school selection probability 𝑝ℎ in the population.  

School selection probability is fixed at 12% for all conditions by fixing magnitudes of 𝛼0.  

𝑙𝑛 (
𝑝ℎ

1 − 𝑝ℎ
) = 𝛼0 + 𝛼1𝑉1,ℎ 

 

EQ 3. Model for generating student selection probability 𝑝ℎ𝑘 in the population.  

𝑙𝑛(
𝑝ℎ𝑘

1−𝑝ℎ𝑘
) = 𝜂0ℎ + 𝜂1ℎ𝑋ℎ𝑘  

𝜂0ℎ = 𝜏00 + 𝜏01𝑉1,ℎ + 𝜏02𝑉2,ℎ 

𝜂1ℎ = 𝜏10 + 𝜏11𝑉1,ℎ + 𝜏21𝑉2,ℎ 

 

EQ 4. Model for estimating unadjusted ATE using selected sample.  

𝑍ℎ is the indicator for school treatment assignments. The unadjusted ATE =  𝛾01̂ . 

𝑦ℎ𝑘 = 𝛽0ℎ + 𝜀ℎ𝑘  , 𝜀ℎ𝑘 ∼ 𝑁(0, 𝜎2) (2.4) 

𝛽0ℎ = 𝛾00 + 𝛾01𝑍ℎ + 𝑢0ℎ,  𝑢0ℎ ∼ 𝑁(0, 𝜏) 
 

EQ 5. Model for estimating student IPP weight for IPPSSS using selected sample. Student IPP 𝑤ℎ𝑘̂ =
1

𝑝ℎ𝑘̂

. 

𝑙𝑛 (
𝑝ℎ𝑘

1 − 𝑝ℎ𝑘
|𝑆ℎ = 1) = 𝜂0ℎ + 𝜂1ℎ𝑋ℎ𝑘 

EQ 6. Model for estimating student IPP weight for IPPSSM using selected sample.  

Student IPP 𝑤ℎ𝑘̂ =
1

𝑝ℎ𝑘̂

. 

𝑙𝑛(
𝑝ℎ𝑘

1−𝑝ℎ𝑘
|𝑆ℎ = 1) = 𝜂0ℎ + 𝜂1ℎ𝑋ℎ𝑘  

𝜂0ℎ = 𝜏00 + 𝜏01𝑉1,ℎ + 𝜏02𝑉2,ℎ + 𝑢0𝑗 

𝜂1ℎ = 𝜏10 + 𝜏11𝑉1,ℎ + 𝜏21𝑉2,ℎ + 𝑢1𝑗 

  



Appendix B 

Table 1.  

Standardized bias and RSMSE for true SATE and PATE estimators. 

  

School 

Population  

  

Within 

school 

participation 

rate 

  Sample Selection Process 

Estimators  

Random school, 

random student 

Nonrandom school, 

random student 

Nonrandom school, 

nonrandom student 

Std. Bias RSMSE Std. Bias RSMSE Std. Bias RSMSE 

H = 50  

50% 

True SATE 0.001 0.361 0.765 0.820 1.451 1.472 

Unadjusted ATE 0.017 0.806 0.826 1.183 1.212 1.835 

IPP-School -0.018 0.779 0.549 1.294 0.913 1.645 

IPPSSS -0.019 0.778 0.548 1.292 0.614 1.462 

IPPSSM -0.022 0.785 0.538 1.295 0.608 1.468 

25% 

True SATE 0.003 0.367 0.765 0.821 1.697 1.716 

Unadjusted ATE 0.014 0.805 0.832 1.189 1.332 1.913 

IPP-School -0.020 0.780 0.556 1.300 1.081 1.740 

IPPSSS -0.019 0.778 0.547 1.291 0.793 1.546 

IPPSSM -0.024 0.787 0.541 1.297 0.781 1.512 

H = 2000 

50% 

True SATE -0.003 0.055 0.735 0.737 1.441 1.442 

Unadjusted ATE -0.003 0.134 0.708 0.753 1.072 1.100 

IPP-School 0.004 0.133 0.010 0.208 0.611 0.649 

IPPSSS 0.004 0.133 0.010 0.207 0.304 0.358 

IPPSSM 0.004 0.133 0.010 0.208 0.319 0.375 

25% 

True SATE -0.002 0.055 0.736 0.740 1.821 1.821 

Unadjusted ATE 0.001 0.132 0.695 0.733 1.313 1.338 

IPP-School 0.008 0.131 0.010 0.181 0.944 0.969 

IPPSSS 0.008 0.131 0.008 0.182 0.637 0.662 

IPPSSM 0.007 0.131 0.011 0.181 0.643 0.673 

Note. The table shows standardized bias and RSMSE of the true SATEs and four PATE estimators averaged over 200 simulated 

datasets for each condition discussed in the text. The standardized bias is the bias of the SATE divided by the standard deviation 

of the treatment effects in the population. RSMSE is the root mean square error of the SATE divided by the standard deviation of 

the treatment effects in the population. The true SATE refers to the true sample average treatment effects in the sample, 

computed as the mean of the student treatment effects of the sample. It is not an “estimator” but is computed to show the 

magnitude of real bias of the sample. Unadjusted ATE refers to the internally valid ATE estimated by a “naive” model that does 

not take into account sampling bias. IPP-School applies the school-level weight. The IPPSSS refers to the IPP-School+Student 

separate estimator. It applies the school-level weight and student-level weight estimated by single level propensity score models 

in each school. IPPSSM refers to the IPP-School+Student multi estimator. It applies the school-level weight and student-level 

weight estimated by a multilevel propensity score model for all sample schools.  

  



Figure 1.  

Standardized bias and RSMSE for true SATE and PATE estimators. 

 
Note. This figure visualizes the data of Table 1. See note under Table 1 for explanation of estimators.  

 


