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Background: 

 Performing diagnostics is an essential step required for studies using propensity score 

(PS) matching. Ho et al. (2007) describe the diagnostic step as an iterative process that 

involves testing many PS models and matching methods, modifying them as necessary, and 

selecting an approach that will result in unbiased treatment effect (TE) estimates. PS 

diagnostics evaluate whether units in the treatment and control groups have similar means and 

distributions of the measured covariates, a feature known as balance. Demonstrating that a 

study’s samples are well balanced is required for any quasi-experiments wishing to meet the 

What Works Clearinghouse’s standards, a designation that has implications for education 

programs seeking federal grant funding. 

 Although researchers have recently extended PS matching to multilevel settings, it is not 

yet clear how to apply diagnostic procedures to nested data. Methodological researchers have 

investigated the modeling and conditioning approaches used in multilevel PS methods but 

have not yet investigated diagnostic approaches (e.g., Arpino & Cannas, 2016; Arpino & 

Mealli, 2011; Rickles & Seltzer, 2014; Thoemmes & West, 2011). This simulation study 

sought to expand the literature on methods for multilevel PS matching and provide guidance to 

researchers wanting to assess balance in multilevel settings. 

 

Purpose:  

 This study tested several possible measures for evaluating balance of multilevel PS-

matched samples. The two primary measures for evaluating balance of covariates in single-

level studies include the absolute standardized bias (ASB), or mean difference, between 

treatment and control groups, and the ratio of treatment and control variances (Thoemmes & 

Kim, 2011; Austin, 2009; Rubin, 2001).  

 In a multilevel PS matching study, ASB and variance ratios may be pooled across 

clusters, ignoring cluster membership (“pooled balance”), or they may be calculated separately 

for each cluster and then summarized (“within-cluster balance”). Given the lack of 

investigation of balance assessment in multilevel PS applications, this study sought to answer 

the following questions: Which pooled and within-cluster measures of variance ratios and 

ASB are most related to bias in the treatment effect estimate? Does this vary according to 

intracluster correlation coefficients (ICCs) of the unit-level covariates, cluster size, PS model, 

or matching method? 

 Based on prior research, we hypothesized that the preferred balance measure should 

depend on several factors, including the size of the clusters, the value of the ICCs of the unit-

level covariates, the extent of the misspecification of the PS model, and the matching method. 

These factors were manipulated in the Monte Carlo simulation to better understand the 

conditions in which different balance measures would be useful. 

 

Design:  

  Using a Monte Carlo simulation, the study compared the correlations between various 

balance measures with bias in the treatment effect estimate in several multilevel contexts. The 

simulation required two data generation models—the PS model, which generated the 

probability of being treated using logistic regression, and the TE model, which generated the 

value on the outcome variable using linear regression. The parameters in both models were 

based on a separate empirical analysis that examined the effect of kindergarten retention on 



reading outcomes using the ECLS-K: 2011 data (NCES, Tourangeau et al., 2015). The 

propensity scores were generated with the following model: 
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Outcome values were generated based on the following model: 
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 The simulation manipulated two factors between cells: the ICCs of the student-level 

covariates and the number of students within each cluster. Within cells, it varied the PS model, 

matching method, and balance measures. All conditions had a total of 50 clusters. In one 

condition, the PS model was the correctly specified, data-generating model, and in the other 

conditions, the PS models were misspecified variations of the model. The matching methods 

included pooled matching, where a match could be made across clusters; within-cluster 

matching, where matching could only occur within the same cluster; and two-stage matching, 

where a match was first attempted within the same cluster but if no close matches were 

available, it was made outside the cluster (Rickles & Seltzer, 2014). All matching methods 

used nearest-neighbor 1:1 matching with a caliper of .2 standard deviations of a PS. To assess 

balance, we varied the type of balance measure (ASB or variance ratio), the summarization of 

balance across clusters (pooled or within-cluster), and the summarization of balance across 

covariates (a simple mean or a weighted mean based on the strength of the covariate in 

predicting the outcome). 

 The study procedures are summarized in Figure 1.  

 

 

 

 

 

 

 

 

 



 

 
Figure 1. Flow of simulation procedures from data generation to outcome estimation. 

PS=propensity score; T=treatment; C=control; WC=within-cluster; TE=treatment effect. 
 

Results:  

 The results indicated that overall across conditions, the ASB pooled across clusters was 

most highly correlated with bias in the TE estimate (Figure 2). Specifically, the pooled ASB in 

which the mean ASB across covariates was weighted according to the strength of the 

covariate’s relation to the outcome was most strongly correlated in most conditions, followed 

by the pooled ASB in which all covariates have equal weight in the mean. Nearly all other 

balance measures had correlations with TE estimate bias hovering near 0, indicating that they 

were not as useful for predicting TE estimate bias. In the case of the largest cluster size and 

within cluster matching, the pooled ASB measures were negatively correlated with TE 

estimate bias. This is likely because the TE estimate bias was extremely low in this condition, 

and the pooled ASB is most strongly related to TE estimate bias when there is more variation 

and greater levels of TE estimate bias (Figure 3). 

 



 
Figure 2. Correlations between treatment effect (TE) estimate bias and balance measures, by cluster size and 

matching method. ASB=absolute standardized bias; VR=variance ratio; WC=within-cluster balance measure; 

m=equally weighted mean; wm=weighted mean (according to the covariate’s relation to the outcome measure). 

Values represent the mean correlation across ICCs and PS models.  

 

 
Figure 3. Scatterplot depicting the relation between absolute treatment effect (TE) estimate bias and the pooled, 

weighted absolute standardized bias balance measure for the conditions with the single-level (SL) propensity score 

model and within-cluster matching, disaggregated by cluster size.  

 

 



Conclusions:  

 In interpreting the results, one must be aware of the conditions that were not tested and 

the resulting limitations. For example, the study did not consider other types of TE estimation 

methods that could lead to less biased results, such as separate TEs for each cluster (Kim & 

Seltzer, 2007) and TEs that include covariate regression adjustment (Robins et al., 1994, Funk 

et al., 2011). Assessing the correlation between the balance measures and different types of TE 

estimates will be an important next step. 

 Nevertheless, the study increased the knowledge of PS methods and balance measures in 

multilevel settings. The results suggest that in most cases the pooled ASB will have the 

highest correlation with the TE estimate. The results also suggest that when averaging the 

balance results across many covariates, researchers should weigh them according to their 

likely influence on the outcome measure.  
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