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Motivation 
 
Randomised controlled trials (RCTs) have proliferated in education research in recent years. 
Funders are attracted to descriptions of a “gold standard” (Pocock, 1982) of evidence as part 
of a wider “what works” approach to policy. This increased focus partly emerges from strong 
advocacy for increased use of RCTs from voices within government and from other fields of 
research where their use is more prevalent (e.g. Haynes et al., 2012). Such actors have 
typically drawn attention to the need to challenge overconfidence in perceptions that 
educators already know whether what we are doing is productive. In England, this approach 
has been institutionalised through the establishment of a network of “what works” centres, 
where the what works centre for education is the Education Endowment Foundation (EEF). 
 
Meanwhile, researchers are drawn to RCTs by the promise of an unbiased estimator of the 
causal impact of interventions. This is otherwise extremely difficult to obtain in the 
evaluation of such interventions because there are typically a multitude of measurable and 
unmeasurable factors that confound our observational estimators of impact based on 
comparing those who self-select into obtaining treatment with those who choose not to do so. 
This can be shown more formally with Rubin’s (1974) potential outcomes framework. RCTs 
attempt to solve this issue by using randomisation to replace this self-selection, breaking any 
systematic correlation between receiving treatment and the characteristics of those who do so 
or do not.  
 
However, it is increasingly recognised that many education trials are not sufficiently 
statistically powered to detect effects of the size typically estimated in the literature (Lortie-
Forgues & Inglis, 2019), if indeed there is an effect at all. This leads to trials that have been 
labelled “uninformative” in that we haven’t found a statistically significant effect, but nor can 
we be particularly confident in the null hypothesis of no effect.  
 
This paper draws attention to a set of closely related issues. However, rather than focusing on 
when trials provide little or no information, we focus instead on when they provide incorrect 
information. More specifically, we ask: when we conclude based on an RCT that there is an 
effect, what is the probability there is in fact no effect (a false discovery), the true effect is in 
the opposite direction (Type-S error) or the true effect is in the same direction but is of a 
different magnitude (Type-M error) (Colquhoun, 2019; Gelman & Carlin, 2014). 
 
Methods 
 
We begin by setting out a unified conceptual framework for understanding all three types of 
errors, grounded in potential outcomes notation and an adapted version of the diagrams 
developed by Gelman & Tuerlinckx (2002). In order to assess the likely incidence and 
severity of these phenomena, we then calculate empirical estimates of all three types of error 



using a set of thirteen completed trials deemed to have delivered ‘promising’ results by the 
Education Endowment Foundation. Our approach is therefore a retrospective design analysis 
(Gelman & Carlin, 2014).  
 
For a given trial, the probability of a false positive conclusion depends on the Bayes Factor 
(the ratio of how well the alternative and null hypothesis predict the data) and the prior odds 
of the intervention being effective (Colquhoun, 2019). Similarly, the probability of Type-S 
and Type-M error depends on the observed effect, standard error and p-value, as well as a 
prior about the true effect size. We derive our priors about the odds of an intervention being 
effective or the size of the true effect from separate, out-of-sample studies, largely drawn 
from the National Centre for Education Evaluation (NCEE) database of trials. In addition, we 
check for the stability of estimates under a range methods for calculating these priors, 
namely: the average NCEE effect size; the subject-specific NCEE effect size and an 
assessment based on the literature from non-NCEE evaluations of very similar interventions, 
in the spirit of those reported in Gelman & Carlin (2014). 
 
Contribution 
 
This paper aims to draw attention to the wider issues raised by lack of power in educational 
trials beyond the potential to produce findings that are ‘uninformative’ in the way outlined by 
Lortie-Forgues & Inglis (2019). We highlight the implications of these results and propose 
steps that should be taken by researchers and funders to mitigate these implications in the 
interpretation of results and funding decisions that result from these. 
 
Our current (provisional) results suggests that: 
- the probability of a false positive varies widely across trials, between 0.02 and 0.44 
- the probability of a Type-S error is low, between 0.001-0.1 
- the magnitude of Type-M error varies widely across trials, ranging from 1.001 to 7.85  
 
The additional information provided by our post-hoc design analysis sheds new light on the 
amount of information contained in RCTs deemed to have provided ‘promising’ evidence for 
education interventions. In particular, several of these trials appear to have a non-trivial risk 
of being false positives and/or providing exaggerated effect size estimates.  
 
We advocate that researchers should consider using such design analysis when planning and 
designing RCTs in education, as well as post-hoc design analysis when reporting and 
interpreting the results of trials. In addition, we argue that those responsible for 
commissioning follow up evaluations should carefully consider the results of post-hoc design 
analysis–rather than only relying on effect size and p-values–when deciding whether to fund 
scale-up or effectiveness trials. 
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