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Estimation of Causal Moderated Treatment Effects Under the Potential Outcomes 
Framework: An Application of the Propensity Score  

 
Purpose 

The purpose of this study is to provide a framework for the causal interpretation of 
moderator analyses based on the potential outcomes framework (Newman, 1923; Rubin, 1974), 
and develop estimation approaches under different assumptions and types of moderator effects. 

 
Background 

Moderation analyses examine whether the effects of an intervention differ by the 
moderator subgroups. Conventional moderator analyses implicitly provide “a correlational 
analysis” (Baron & Kenny, 1986, p.1174) because most experimental designs randomly assign 
the treatment but not moderator values. As a result, conventional moderation analyses typically 
produce descriptive reports of effect variation that plausibly conflate true effect differences 
among moderator subgroups with effects produced by other pretreatment variables. For example, 
consider an experiment designed  to assess if the effects of a program differ by the students’ free 
or reduced lunch eligibility (FRL; focal moderator). Similar to the main effect, the treatment 
effect can be estimated without bias for each pretest subgroup.  However, the observed 
difference between the subgroup treatment effects (i.e., moderation effects) does not necessarily 
have a causal interpretation because even in a randomized design this difference may simply 
represent an artifact of an unobserved pretreatment variable that is an antecedent of this subgroup 
difference. Applied to our example, one potential pretreatment variable that might confound the 
difference between the eligible and ineligible for FRL subgroups is special education status. That 
is, because the FRL eligibility (focal moderator) is not randomly assigned, it is possible that the 
subgroup of students eligible for FRL includes more students with special education needs. More 
specifically, because special education status precedes FRL eligibility in a given year, it may 
causally responsible for the observed FRL subgroup differences.  For this reason, a host of 
literature has recently taken up causal inference for moderated treatment effects (e.g., Dong, 
2012, 2015; Dong & Kelcey, 2019; Bansak, 2018). However, a general framework and 
corresponding statistical procedures to guide causal moderation analyses still lack. 

 
Theoretical Framework and Methods 

Conventional Moderation Under the Potential Outcomes Framework 
Using the potential outcomes framework(Newman, 1923; Rubin, 1974), Hong (2015) 

defined the moderated treatment effect for an individual or contextual characteristic as the 
average treatment effect difference between two moderator subgroups. Because Hong (2015) 
only considers the potential outcomes with treatment but not the moderator, this definition is still 
under the conventional moderation analysis framework, and it is not necessarily causal in nature. 
Although the average treatment effect estimates for the subgroups are unbiased, the treatment 
effect differences between two subgroups could be due to variables other than the hypothesized 
moderator variable as we discussed above (Dong, 2015). 

Conventional Moderation Effect = E[Y(1) – Y(0)|R = 1] - E[Y(1) – Y(0)|R = 0],         (1)  
where Y indicates the outcome and R indicates the moderator subgroup (Hong, 2015, p. 134).  
Causal Moderation Under the Potential Outcomes Framework 

The potential outcomes and paths are presented at Figure 1. Similarly as causal inference 
for the main effect analysis which distinguishes the average treatment effect (ATE) and the 
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average treatment effect on the treated (ATT) (Imai, King, & Stuart, 2008; Imbens, 2004; Kurth 
et al., 2006; McCaffrey, Ridgeway, & Morral, 2004), there are two types of estimands for the 
causal moderated treatment effects. Depending on the sample of interest to make inference, there 
is the average moderated treatment effect (AMTE) for all the sample, and the average moderated 
treatment effect on certain subgroups (AMTS). The average moderated treatment effect (AMTE) 
for all sample can be defined as: 

AMTE =  E[Y(1,1) – Y(0,1)] - E[Y(1,0) – Y(0,0)] = E[Y(1,1) – Y(0,0)] - E[Y(1,0) – 
Y(0,0)] - E[Y(0,1) – Y(0,0)],         (2)  

where Y(Z, R) represents the potential outcome for treatment condition Z and moderator 
group R (Dong, 2012, 2015; Dong & Kelcey, 2019). This AMTE definition is same as the one 
for the factorial design where two concurrent treatments exist by Hong (2015), and same as the 
average marginal interaction effect (AMIE) by Egami and Imai (2018) and the average treatment 
moderation effect (ATME) by Bansak (2018).  

The average moderated treatment effect on certain subgroups (AMTS) can be defined as: 
 AMTS = E[Y(1,1) – Y(0,1)| Z = z, R = r] - E[Y(1,0) – Y(0,0)| Z = z, R = r],  (3) 
where z = 0 or 1 and r = 0 or 1. It defines the average moderated treatment effect on a 

subgroup (Z = z and R = r). For example, the subgroups in AMTS may be the treated moderator 
group 2 (Z = 1 and R = 1).  

The assumptions for causal moderation include: the stable unit treatment value 
assumption, ignobility of treatment and moderator, independence of treatment and moderator, 
and treatment-by-moderator common support. 
Estimation 

Under the potential outcomes framework, we can use propensity score analysis to 
estimate AMTE and AMTS. The procedure follows. (1) We can first convert the two dimensions 
(treatment by moderator, 2×2) of design to one dimension of design with 4 categories by creating 
a new independent variable, S, where S = 1 if Z = 0 and R = 0, S = 2 if Z = 0 and R = 1, S = 3 if 
Z = 1 and R = 0, and S = 4 if Z = 1 and R = 1. (2) We can use multinomial logistic regression to 
estimate the propensity scores for individual i of being in certain group given covariates (X): 
𝜋𝜋𝑖𝑖 = 𝑝𝑝𝑝𝑝(𝑆𝑆𝑖𝑖 = 𝑠𝑠|𝑋𝑋𝑖𝑖), where s = 1, 2, 3, or 4. (3) Then we can use the inverse probability of 
treatment weighting (IPTW) to estimate the average moderated treatment effect (AMTE). The 
weights are 𝑤𝑤𝑖𝑖 = 1

𝜋𝜋𝚤𝚤�
, where 𝜋𝜋𝚤𝚤�  is the estimated propensity score of being in the actual subgroup.  

To estimate the average moderated treatment effect on certain subgroups (AMTS), we 
can use the odds ratio of propensity score as weight. The denominator of the odds ratio is the 
propensity score of being in the actual subgroup and the nominator is the propensity score of 
being in the interested subgroup. For example, if the sample of interest is treated moderator 
group 2 (Z = 1 and R = 1, i.e., S =4), the weight, 𝑤𝑤𝑖𝑖 = 𝜋𝜋𝚤𝚤�| 𝑆𝑆𝑖𝑖=4

𝜋𝜋𝚤𝚤�| 𝑆𝑆𝑖𝑖=𝑠𝑠
 if 𝑆𝑆𝑖𝑖 = 𝑠𝑠, where s = 1, 2, 3, or 4.  

In addition, we can use propensity score matching (e.g., greedy matching, optimal 
matching) to estimate AMTS. First, we can estimate the propensity score of being in the 
interested subgroup, s. Then we match sample from the other subgroups with the interested 
subgroup based on the propensity score of being in the interested subgroup. After balance 
checking we can estimate AMTS using the combined sample. 

 
Application 

We applied the methods discussed above to estimate AMTE and AMTS using the data 
from an evaluation of the Incredible Years teacher classroom management program (Reinke, 
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Herman, & Dong, 2018). The research questions is whether the effects of the intervention differ 
by the pretest (low vs. high) of the social competence measures. The descriptive statistics of 
covariates are presented at Table 1. The covariates are much more balanced after weighted by 
AMTE and AMTS (Figure 2). The conventional moderation analysis produced significant 
moderation effect size difference (d= 0.163, p = 0.0247) on social competence, however, the 
AMTE estimate based on the propensity score weighting produced insignificant moderation 
effect size difference (d= 0.132, p = 0.0543) (Table 2). In addition, the AMTS estimates varied 
by the sample of interest. 
 

Conclusion and Significance 
This paper presents the potential outcome framework and propensity score methods to 

estimate two types of causal moderated treatment effects: the average moderated treatment effect 
(AMTE) for all the sample, and the average moderated treatment effect on certain subgroups 
(AMTS). The results would help researchers to distinguish sample of interest and identify true 
moderators that differentiate treatment effects. 
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Figure 1: Potential Outcomes and Paths 
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Figure 2: Covariate Balance Checking before and after Propensity Score Weighting 
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Table 1: Descriptive Statistics of Covariates among 4 Treatment-by-Moderator Subgroups 
 
Treatment-by-Moderator (S) 1   2   3   4     

Maximum 
Effect Size 
among 4 
Groups 

Treatment (Z) 0  0  1  1  
Low Pretest (R) 0  1  0  1   
Variable 

Mean SD  Mean SD  Mean SD  Mean SD  
Age 7.06 1.09  6.99 1.10  7.25 1.03  7.21 1.34  0.23 
Female 0.66 0.48  0.35 0.48  0.62 0.49  0.30 0.46  0.74 
Free/reduced lunch 0.49 0.50  0.69 0.46  0.51 0.50  0.69 0.47  0.42 
Special Ed 0.06 0.24  0.17 0.38  0.03 0.17  0.15 0.36  0.47 
Black 0.67 0.47  0.80 0.40  0.71 0.45  0.84 0.37  0.40 
Other race 0.02 0.14  0.05 0.21  0.02 0.14  0.02 0.12  0.20 
Year 2 0.15 0.35  0.43 0.50  0.10 0.30  0.39 0.49  0.79 
Year 3 0.43 0.50  0.33 0.47  0.39 0.49  0.41 0.49  0.22 
Grade 1 0.32 0.47  0.29 0.45  0.34 0.48  0.22 0.41  0.28 
Grade 2 0.23 0.42  0.31 0.46  0.27 0.44  0.17 0.38  0.32 
Grade 3 0.17 0.38  0.11 0.32  0.23 0.42  0.30 0.46  0.47 
Sample size 198   195   206   197     
 
Note:   This study sample includes 796 students in 104 classrooms in 9 schools.
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Table 2: Summary of Effect Size Differences using Different Methods 
 

Analysis Effect Size Difference p-value 
Lower 

Bound of 
95% CI 

Upper 
Bound of 
95% CI 

Conventional 0.163 0.0247 0.021 0.306 
AMTE 0.132 0.0543 -0.002 0.266 
AMTS1 0.120 0.1172 -0.030 0.271 
AMTS2 0.172 0.0550 -0.004 0.348 
AMTS3 0.080 0.2489 -0.056 0.217 
AMTS4 0.177 0.0038 0.057 0.297 

 
Note: Conventional refers to the 3-level HLM moderation analysis (students nested within 
classrooms, and classrooms nested within schools) without propensity score weighting; AMTE 
refers to the 3-lefel HLM moderation analysis weighted by the AMTE weights; AMTS1 refers to 
the 3-lefel HLM moderation analysis weighted by the AMTS weights, where is the sample of 
interest S = 1; AMTS2 refers to the 3-lefel HLM moderation analysis weighted by the AMTS 
weights, where is the sample of interest S = 2; AMTS3 refers to the 3-lefel HLM moderation 
analysis weighted by the AMTS weights, where is the sample of interest S = 3; AMTS4 refers to 
the 3-lefel HLM moderation analysis weighted by the AMTS weights, where is the sample of 
interest S = 4.  
 


